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Random Projection

Consider the following projection f : Rd → Rk :
Pick k Gaussian vectors u1,u2, . . . ,uk ∈ Rd with unit variance
coordinates. For any vector v, define the projection f (v) by:

f (v) = (u1 · v , u2 · v , . . . , uk · v)
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Applications

The Random Projection Theorem

Let v be a fixed vector in Rd and let f be defined as before. There
exists c > 0 such that for ε ∈ (0, 1),

Prob(||f (v)| −
√
k|v|| ≥ ε

√
k |v|) ≤ 3e−ckε2

where the probability is taken over the random draws of vectors ui
used to construct f .

Johnson-Lindenstrauss Lemma
For any 0 < ε < 1 and any integer n, let k ≥ 3

cε2
lnn. For any set of

n points in Rd , the random projection f has the proeprty that for
all pairs of points vi and vj, with probability at least 11− 3/2n

(1− ε)
√
k|vi − vj| ≤ |f (vi)− f (vj)| ≤ (1 + ε)

√
k |vi − vj
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Applications

Separating Gaussians
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