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Perceptron
The Perceptron Algorithm

Initialize:
- Set all of the weights to small random numbers.

Training:
- For T itereations or until all outputs are correct

For each input vector
Compute the activation of each neuron j using

yj = g(
∑m

i=0 wijxi ) =

{
1 if

∑m
i=1 wijxi > 0

0 if
∑m

i=1 wijxi ≤ 0
Update each weight individually using

wij ← wij − η(yj − tj) · xi .
Recall:

Compute the activation of each neuron j using:

yj = g(
∑m

i=0 wijxi ) =

{
1 if wijxi > 0

0 if wijxi ≤ 0
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The Perceptron
Perceptron Convergence Theorem

Given a linearly separable dataset, the Perceptron will converge to
a solution that separates the classes, and that it will do it after a
finite number of iterations. The number of iterations is bounded
by 1/γ2, where γ is the distance between the separating
hyperplane and the closest datapoint to it.
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Multi-Layer Perceptron
Example

Figure: Multi-Layer Perceptron [Mar14]
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MLP
XOR: An Example

Figure: XOR using MLP [Mar14]
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Going Forward

This works in the same way as a perceptron.
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