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Translation with MLP

The MLP estimates

P(t1, t2, . . . , tn|s1, s2, . . . sn)

Drawbacks
It requires sentences to be preprocessed to be of fixed length.
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Structure of the netwerk

1. Model reads the input sequence.

2. Model emits a data structure that summarizes the input
sequence. This is called the context C .

3. A second model reads C and generates a sentence in the
target language.
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Using an attention mechanism

1. A process that reads raw data and converts them into
distributed representations.

2. A list of feature vectors storing the output of the reader. This
can be understood as memory containing a sequence of facts.

3. A process that exploits the content of the memory to
sequentially perform a task, at each step having the ability to
put attention on the content of one memory element.
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