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Computational Graphs

Node
In our graphs, each node will indicate a variable.

Operation

An operation is a function that returns a single value variable.



Computational Graphs
Examples

[Ian17]



Unfolding a recurrent computation
Example 1

Consider the dynamic system

s(t) = f (st−1; θ)

For three steps, we get:

s(3) = f (s(2); θ) = f (f (s(1); θ))

This can be represented graphically as

[Ian17]



Unfolding a recurrent computation
Example 2

Consider a dynamic system driven by an external signal x (t):

s(t) = f (s(t−1), x (t); θ)

This can be used to define an RNN.



RNNs
Recurrent Networks

h(t) = f (h(t−1), x (t); θ)

Representing the unfolded recurrence after t steps with a function
g (t):

h(t) = g (t)(x (t), x (t−1), . . . , x (2), x (1))

= f (h(t−1), x (t); θ)
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